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**Abstract**

In many image processing applications, the structures conveyed in the image contour can often be described by a set of connected ellipses. Previous fitting methods to align the connected ellipse structure with a contour, in general, lack a continuous solution space. In addition, the solution obtained often satisfies only a partial number of ellipses, leaving others with poor fits. In this paper, we address these two problems by presenting an iterative framework for fitting a 2D silhouette contour to a pre-specified connected ellipses structure with a very coarse initial guess. Under the proposed framework, we first improve the initial guess by modeling the silhouette region as a set of disconnected ellipses using mixture of Gaussian densities or the heuristic approaches. Then, an iterative method is applied in a similar fashion to the Iterative Closest Point (ICP) (Alshawa, 2007; Li and Griffiths, 2000; Besl and McKay, 1992) algorithm. Each iteration contains two parts: first part is to assign all the contour points to the individual unconnected ellipses, which we refer to as the segmentation step and the second part is the non-linear least square approach that minimizes the sum of square distances between the data points and the ellipse structure, in which distances between the data points and the ellipse structure, in which
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1. Introduction

Object recognition and shape registration is an important image processing topic and its finding has been incorporated into many real-life applications. Over the last decade, various techniques have been developed for registering 2D and 3D models to images, from simple geometrical shape models such as a vehicle (Yiu et al., 2005) to more complex models such as human limbs tracking (Bernier et al., 2009; Fossati et al., 2008) and hand model fitting (Du and Charbon, 2007).

Many works have used the joint ellipse models to represent complex shapes (Fossati et al., 2008; Xu and Kemp, 2009; Jeune et al., 2004). The advantage of using a connected ellipse representation is that the ellipse is easily parameterized and the parameters convey information including the location, orientation and variation of data. The connectivity requirements of the adjacent ellipses further reduce the number of degree of freedoms, and hence constrain their movements to reflect real-world problems. For example, the upper and lower human limbs should always be joined. However, some of the recent works suffer from two drawbacks: firstly, they lack a continuous solution space to ensure only discrete "valid" ellipse parameters are achieved and secondly most of these methods require an accurate initialization.

A recent representative example which lacks in continuous solution space is found in (Fossati et al., 2008), where the authors use Generalized Expectation Maximization (GEM) to assign edge pixels to body parts and to find the body pose that maximizes the likelihood of the resultant assignments. However, in the Maximization (M)-step of the algorithm, a “better” pose parameter is selected from the predefined data sets to increase the likelihood probability. The use of only discrete number of classes can result in misalignment between the image and the model, especially when the number of predefined models is small. In this paper, we propose an effective and generalized approach to the fitting algorithm. Our algorithm does not use the predefined model parameter classes like (Fossati et al., 2008), but considers an infinite number of possible multiple ellipse representations under the connectivity requirement.

It is natural to present the problem of fitting as finding a solution for ellipse structure that minimizes the sum of squares of distances between the data points and the ellipse structure, in which a numerical method can be used to find the solution in a non-linear least square fashion. For example, in (Jeune et al., 2004), the authors fit multiple ellipsoids to the noisy 3D hand points using the geometrically constrained Levenberg–Marquardt (L–M) (Madsen et al., 2004) algorithm to reflect the fact that fingers can only swing around the joints within an angular threshold. However, when minimizing a single objective function for a complex structure containing many connected ellipses, the solution often aligns
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only a few ellipses in the structure and misaligns the others due to the vertex-joining constraints, which the details are shown in Section 3.1.

Another way to address our fitting problem is to simultaneously segment the contour points to each ellipse and at the same time, fitting each ellipse individually to only a subset of the points it is assigned to whilst maintaining the connectivity requirement. One of the possible solutions is to consider this problem as a mixture of densities one and hence could be solved using the Expectation–Maximization procedure (Bilmes, 1997). However, since a non-Gaussian probability function (pdf) is required to assign contour points with a higher probability when it is closer to an ellipse edge, then a close-from solution in the M-step cannot be guaranteed.

In our proposed work, we resort our fitting method to the well-known Iterative Closest Point (ICP) framework (Alshawa, 2007; Li and Griffiths, 2000; Besl and Mckay, 1992). In the original ICP algorithm (Besl and Mckay, 1992), given a set of data and model points, the algorithm estimates the parameters for a rigid transformation. The method starts from a pairing process, which identifies between each data point with the nearest point of the model one. Next, ICP estimates the provisional parameters of the rigid transformation of all the paired points using a least square solution. The estimated transformation is then applied to all the data points. In the next iteration, the pairing and transformation is executed again from the last position of the data cloud. The iterations repeats itself until a stopping criteria is met. The ICP framework has since been extended to triangles fitting (iterative closest triangle or ICT) (Li and Griffiths, 2000) and line fittings (iterative closest line or ICL) (Alshawa, 2007).

Our aim is different to ICP, because we not trying to solve for a global rigid transformation. Instead, each ellipse is allowed to have its own freedom of movements while maintaining the connectivity requirements. However, we borrowed the idea from the ICP algorithm, where an iterative approach is proposed. At each iteration step, the contour points are firstly segmented (or assigned) to individual ellipses. At the second step, a non-linear least square algorithm is applied to simultaneously minimize two terms. The first term is the sum of square Euclidean distances between the contour point and its assigned ellipse’s edge; the second term is the sum of Euclidean distances of the vertices of all pre-specified joints.

The rest of this paper is organized as follows: In Section 2, we will describe our ellipse structure and also briefly describe the approach to the initial ellipse refinement using unconstrained Gaussian mixtures. In Section 3, we will describe the centerpiece of this paper where we present our iterative fitting algorithms in a detail manner. We also discussed the relationship of our approach with Maximum A Posterior (MAP) modeling. We quantitatively compared our proposed fitting method with the previous approach where minimization of a single objective function is used. We present our results and discussions subsequently in Section 4.

2. Initial ellipse model and refinement

2.1. Connected ellipses structure

In our work, the connected ellipses structure is modeled with a set of specified joints. These joint requirements are maintained throughout the fitting process. For example, in Fig. 1a, we show that a human upper-body is modeled using six ellipses and three joints. All joints connect ellipses at vertices. There are a few different ways to parameterize an ellipse. For the purpose of this paper however, we assume joints occur at vertices of the major axis (although the algorithm presented easily extends to joints on the minor axis). Therefore, each ellipse is modeled using the following five parameters: The first two are the pointer to the joint of the parent node, ($x_{maj}, y_{maj}$). The third and fourth parameters are the position of the opposite vertex: ($x_{maj}, y_{maj}$). The last parameter is the square of the ratio between the major and minor axes of the ellipse ($\rho^2$).

Prior to the application of our algorithm, we need both the image silhouette and a rough initial estimate for the ellipse model. The method to obtain the very initial coarse ellipse model is application-dependent. Templates or heuristics are both reasonable choices. For example, for modeling a human pose, the PCA-based template matching (Fossati et al., 2008) can be used.

The image silhouette can be obtained in various ways: in many computer vision applications, the silhouette typically associates with the foreground object and can be obtained using the background subtraction (Stauffer and Grimson, 1999) or alike methods if the camera is fixed. In addition, there are many recent methods designed to handle noises after the background subtraction process, and hence able to produce a reasonable clean silhouette using various application-dependant measures. For example, in a region-based approach described in (Izadi and Saeedi, 2008), the author removed the noises caused by the shadow after background subtraction and obtained a good silhouette of a moving person. A good comparison paper on the subject of noise removal after background subtraction can be found in (Parks and Fels, 2008). Therefore, for the scope of this project, we assumed to have a noise-free silhouette and have left the noise handling in the pre-processing step.

In Fig. 1b, we illustrate an example used to explain our algorithm in this paper. The contour points are sampled at regular intervals and the initial configuration of the ellipse model is far from the accurate fitting.

2.2. Improved initial configuration

To improve the initial guess and generate a better “seeding” configuration for the later fitting, we use Expectation Maximization (EM) with a Gaussian Mixture Model (GMM) (Bilmes, 1997) as the clustering algorithm. One reason for choosing EM with a GMM is because the model parameters can be converted back and forth between the ellipse parameters.

The set of observed data sets $\{x\}$ is the set of 2D location features of every pixel inside the enclosed contour. Latent variables $\{z\}$ indicate which density of the mixtures generated $x$. The initial parameter vector $\pi(0) = \{\mu(0), \Sigma(0)\}$ is determined from the rough estimate of the ellipse set configurations, where each mean is computed from the corresponding ellipse center: $\mu = [x, y]^T$ and each covariance matrix is computed from the ellipse shape by noticing that two unit eigenvectors are in the same direction as the major and minor ellipse axes. The eigenvalues are the square of the lengths of the corresponding semi-axes divided by a constant $z$, where the choice of $z$ is somewhat arbitrary. In order for the fitted ellipses to approximately line up with the edge pixels later, we need to make the probability that a pixel lies outside of the ellipse to be approximately zero. By adjusting the $z$ constant we can alter this probability. For our work, we chose $z = 3.29$. This makes the probability that a pixel lies outside of the ellipse to be 0.45%. Lastly, we set each initial weight $\pi_i(0)$ to be the ratio of the area of the ith ellipse to the sum of areas of all ellipses. After the E–M procedures completes, we obtain a set of GMM parameters, $\pi(l) = \{\{\mu_i, \Sigma_i\}\}$. We then convert them back to a set of ellipse parameters. Note that in this stage, the ellipses are not connected. The resultant ellipse set is shown in Fig. 2.

Alternatively, in some application-dependant scenarios, such refinement can be substituted by a more heuristic approach. For example, in our previous work (Xu and Kemp, 2009), the smoothed...
contour curvature information is used to divide the human silhouette into segments where individual ellipses are then fitted for the model’s initial setting.

3. Iterative multiple connected ellipse fitting framework

3.1. The drawback of a single objective function method

In the previous fitting method (Xu and Kemp, 2009), after obtaining the initial estimate of the unconnected ellipse set, the ellipses are “stretched” to have their vertices joined according to the original model. This is shown by the green ellipses in Fig. 3. Then, a single objective function is defined as an expression for the sum of square of approximate closest Euclidean distances between a contour point \( x_i \) and the entire ellipse structure, parameterized by \( h \): 

\[
\arg \min_h \left\{ \sum_{i=1}^{N_{\text{point}}} \left( d(\theta, x_i) \right)^2 \right\}
\]

Each element in the vector \( \theta \) is a parameter of the ellipse structure. In the case of a human upper-body structure, depicted in Fig. 1, the structure has 22 degree of freedom (six ellipses and with three connections), hence \( \theta \) has 22 dimensions as the ellipses are not modeled individually. The numerical methods, for example, the Levenberg–Marquardt method (Rosin, 1993) is used to solve \( \theta \). While this method guarantees the connectivity requirement, the solution we found may satisfy only a partial number of ellipses, leaving others to be fitted less satisfactorily. In Fig. 3, the green ellipses are the initial \( \theta \) of the L–M algorithm. The blue ellipse structure is the final fitting result, i.e., the final \( \theta \) when L–M algorithm converges. We observe that only ellipse 2 and ellipse 0 were improved from the green structure. The other ellipses were virtually unchanged from before the L–M algorithm was performed.

In our proposed method, we aim to alter the fitting problem; such that each ellipse is fitted individually. Hence each contains five parameters. At the same time, only the contour points close to an ellipse are used to contribute to the fitting of that ellipse. Therefore, the connectivity constraints also needed to appear in the minimization equation as a penalty function. Similar to the ICP framework described in the introduction, where the pairing process and the transformation process needs to be applied recursively, in our work, as the minimization process changes the values of the ellipse structure parameters, so will it affect the segmentation of the contour points to the ellipses. Therefore, our proposed framework also contains the following two steps in an iterative manner: the Segmentation step and the Minimization step:

3.2. Segmentation step

During the Segmentation step, each point on the contour \( x_i \) is assigned to an ellipse that it has the closest distance to its edge. The shortest Euclidean distance of a point from an ellipse does not have a simple formula. We use the formula from (Jeune et al., 2004) for the distance function which is a compromise between a simple formula and a reasonable approximation to the real distance between a point \( x_i \) and an ellipse with parameters \( \theta = (x_{\text{maj}}, y_{\text{maj}}, x_{\text{maj}}, y_{\text{maj}}, \rho) \):

\[
d_{\text{ep}}(x_i, \theta) = \begin{cases} 
d_1 & \text{if } x_i \text{ is inside of ellipse} \\
d_2 & \text{if } x_i \text{ is outside of ellipse} 
\end{cases}
\]

For an ellipse centered at \( (0,0) \) with semi-axes lengths of \( a \) and \( b \) these distances are given by:
\( d_2 = \sqrt{x^2 + y^2} \left( 1 - \frac{1}{\sqrt{(x/a)^2 + (y/b)^2}} \right) \)

\( d_1 = r \left( \sqrt{(x/a)^2 + (y/b)^2} - 1 \right) \)  

(2)

where \( r = \min (a, b) \) is the half-length of the minor axis.

To obtain the distance for a general ellipse, we use an orthogonal transformation to center it at \((0,0)\) and align the axes with the coordinate axes. At the end of the segmentation step each point \( x_i \) on the contour is mapped to the \( e(x_i) \)th ellipse. The result of the contour point segmentation is shown in Fig. 4, where each color represents the ellipse assignments for the contour points.

3.3. Minimization step

3.3.1. The Two Individual Minimization Terms

If our goal is to minimize only the sum of distances between each individual ellipse and the contour points assigned to it, then we can express the sum of square distance between ellipse structure \( \theta \) and contour point set: \( X = \{ x_i \} \):

\[ f(\theta, X) = \sum_{i=1}^{N} d^2_{\text{eps}}(x_i, \theta_{x_i}) \]

(3)

where \( d^2_{\text{eps}}(.) \) is described in Eq. (1), and \( N \) is the number of contour points.

At the same time, if our goal is to only make the unconnected ellipse models in Fig. 3b connected (or closer to connection), then we need to define an objective function for the sum of the distances between the ellipse joints, which we refer to as \( g(\theta) \). Note that \( g \) is independent of the contour points \( x_i \).

Section 2.1 indicates that we express the ellipse joints structure in a tree model. Therefore, there should be a unique joint between each pair of ellipses. Subsequently, we define:

\[ \delta(p, q) = \begin{cases} 1, & \text{if ellipse } \theta_p \text{ and } \theta_q \text{ has a joint} \\ 0, & \text{if ellipse } \theta_p \text{ and } \theta_q \text{ does not have a joint} \end{cases} \]

(4)

Therefore, the sum of all Euclidean distances between the corresponding joints is:

\[ g(\theta) = \frac{1}{2} \sum_{p=1}^{M} \sum_{q=1}^{M} d_{\text{eps}}^2(p, q) \delta(p, q) \]

(5)

where \( d_{\text{eps}}(p, q) \) is the Euclidean distance between the two closest major axis of ellipse \( p \) and \( q \).

3.3.2. Combined minimization

Our ultimate aim is to obtain an optimal fitting for the joint ellipse structure which minimizes the sum of square distances between the ellipses with its respected segmented contour points while maintaining the defined joint structure. Therefore, we must minimize both \( f \) and \( g \) function simultaneously. More formally, in the minimization step, given a set of contour point \( \{ x_i \} \), we would like to compute iteratively, \( \theta^{(k+1)} \), such that:

\[ \theta^{(k+1)} = \arg \min_{\theta} \left\{ w_{\text{eps}} f(\theta, X) + w_{\text{eps}} g(\theta) \right\} \]

The scalar weights, \( w_{\text{eps}} \) and \( w_{\text{eps}} \) are inserted into the above equation to control the balance between optimizing distances between the joints and optimizing the distances between the contour and the ellipses (it is elaborated in Section 3.4.1). Substituting Eqs. (3) and (5) in, we can rewrite the above equation to be:

\[ \theta^{(k+1)} = \arg \min_{\theta} \left\{ w_{\text{eps}} \sum_{i=1}^{N} d^2_{\text{eps}}(x_i, \theta_{x_i}) + w_{\text{eps}} \sum_{p=1}^{M} \sum_{q=1}^{M} d^2_{\text{eps}}(\theta_p, \theta_q) \delta(p, q) \right\} \]

(6)

3.3.3. Solution using Levenberg–Marquardt (L–M) algorithm

We use Levenberg–Marquardt (L–M) algorithm (Madsen et al., 2004) to solve Eq. (6). The L–M algorithm iteratively finds the minimum value of a multivariate function of parameter vector \( \theta \) that is expressed as the sum of squares of non-linear functions \( \xi_i(\theta) \), with an initial guess \( \theta^{(0)} \), i.e.:

\[ \theta^{(i)} = \arg \min_{\theta} \left\{ \frac{1}{2} \sum_{i=1}^{N} (\xi_i(\theta))^2 \right\} \text{ with initial } \theta = \theta^{(0)} \]

(7)

Therefore, we can express Eq. (6) in the form of a non-linear least square, with the initial estimate \( \theta = \theta^{(0)} \), derived from the previous Segmentation–Minimization iteration:

\[ \theta^{(k+1)} = \arg \min_{\theta} \left\{ \sum_{i=1}^{N} F(x_i, \theta)^2 \right\} \]

(8)

where \( F(x_i, \theta) = \sqrt{w_{\text{eps}} d^2_{\text{eps}}(x_i, \theta_{x_i}) + \sum_{p=1}^{M} \sum_{q=1}^{M} d^2_{\text{eps}}(\theta_p, \theta_q) \delta(p, q)} \)

As both \( d^2_{\text{eps}}(x_i, \theta_{x_i}) \) and \( d^2_{\text{eps}}(\theta_p, \theta_q) \) functions are positive, taking square root in Eq. (8) is valid.

Note that the value of \( g(\theta) \) is the same at each L–M iteration. Therefore, it can be computed just once before L–M starts at each recursion, which we divide it by \( N \), the number of contour points as shown in Eq. (8). After L–M converges, we obtain a set of new ellipse parameters. We then begin a new iteration.

The results of the iterative steps are shown in Fig. 5, where we show the ellipse structure fitting results after the 1st, 10th and 30th recursions, respectively. It shows improvements notably in the left arm, i.e., ellipses 1 and ellipse 4 after the 30th recursion.

3.4. Measure for the Quality of the Fitting

In order to quantitatively measure the result of fitting, we define Quality of the Fitting (QoF) to be the root mean square of distances between each point \( x_i \) and an ellipse indexed by \( e(x_i, \theta) \) (using Eq. (1)) that enjoys the closest distance from the point \( x_i \).

\[ \text{QoF}(\theta, \{ x_i \}) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} d^2(e(x_i, \theta), x_i)} \]

For the ellipse structure of the “upper-body” image and the associated contour points given in the previous section, QoF of...
the rough initial structure is 31.54. After five iterations, the QoF is further reduced to 6.30. The plot of QoF for the “upper-body” image over 30 iterations is shown in Fig. 6.

3.4.1. The weights

The weights, $w_{eps}$ and $w_{jts}$ proposed in our framework indicate the balance of the L–M procedure between the two minimizations. To illustrate the implication of these weights, as shown in Fig. 7a, when we let $w_{eps} = 0$, the procedure is merely trying to close the distances between the corresponding joints. For this reason, as shown in Fig. 6a, the result of the iteration without the first term simply “dragged” the ellipse’s joints together, resulting in a poor fit to the contour points. This is noticeable particularly in ellipse 2 and 4 in Fig. 7a.

Likewise, if we let $w_{jts} = 0$, then the procedure merely minimizes the distances between the points and the individual ellipses associated with those points. As the result in Fig. 7b shows, each ellipse fits well to the contour segments assigned to it (depicted by the different colors). However, the ellipses are drastically changed from their initial shapes and the joints are not connected.

3.5. Relationship to maximum a posterior (MAP)

The Eq. (6) is used to find a parameters set that minimizes the sum of the two square distance functions simultaneously. This can also be thought as to maximize the log of the posterior probability, where the posterior is expressed as:

$$p(\theta | X) \propto p(X | \theta) p(\theta)$$

The likelihood function is a joint probability and since we segmented contour point sets $X = \{x_i\}$ to each individual ellipse $\theta_{(x_i)}$ in step 3.1, therefore, the likelihood function can be written as:

$$L(\theta) = p(X | \theta) = \prod_{i=1}^{N} p(x_i | \theta_{(x_i)})$$

When we consider it as a function of $x_i$, we could let $p(x_i | \theta_{(x_i)}) \propto \exp(-d_{eps}^2(x_i, \theta_{(x_i)}))$. However, when considered as a likelihood function in terms of $\theta$, $p(X | \theta_{(x_i)})$ needs to be normalized by a function $\psi(\theta_{(x_i)})$, which can be derived through integration. Therefore:

$$L(\theta) = p(X | \theta) = \prod_{i=1}^{N} \frac{1}{\psi(\theta_{(x_i)})} \exp(-d_{eps}^2(x_i, \theta_{(x_i)}))$$

The prior function can be used to ensure the joints join and can be written as the joint probability:

$$p(\theta) \propto \prod_{1 \leq p < q \leq M} \exp(-d_{jts}^2(\theta_p, \theta_q))^{(p\neq q)}$$

This can be guaranteed to be a probability distribution function, if necessary, by constraining the parameters uniformly to a compact set. Therefore:

![Fig. 6. The plot of Quality of the Fitting over the 30 iterations.](image)

![Fig. 7. Both extreme cases of weights, (a) $w_{eps} = 0$, and (b) $w_{jts} = 0$. The contour point segmentation is also shown in different colors. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image)
arg max_{\theta} \{ \log(p_\theta(X)p(\theta)) \}
= \arg\min_{\theta} \left\{ \sum_{i=1}^{N} \{ \log(p_\theta(x_i)) + d_{ps}^2(x_i, \theta_c(x_i)) \} \\
+ \frac{1}{2} \sum_{p=1}^{M} \sum_{q=1}^{M} d_{ps}^2(\theta_p, \theta_q) \delta(p, q) \right\}

The above equation has a close resemblance of Eq. (6).

4. Results and discussion

4.1. Test images

In order to test the effectiveness of our proposed framework, we have also performed experiments using other images with their corresponding pre-specified ellipse structure for the purpose of rough initial guess. Results obtained are shown in Fig. 8, where the cyan color is initial ellipse joint models and the red is the final results after the 5th recursion. Note that although color images are used, we merely use them as foreground silhouettes.

The QoF for all three test images are shown below in Table 1. In the first column, we listed the QoF for the initial setting, in the second column, we listed the QoF when a single objective function after GMM refinement is used (Section 3.1). Finally, we listed the QoF using our proposed algorithm at the 1st, 5th and 10th iterations.

4.2. Application to human body part detection

In addition to the above images, we also tested our iterative algorithm against human upper-body images. In this scenario, the way which we obtained the initial unconnected ellipses (Fig. 2b) is different to the methods described in Section 2.2. Instead of using Gaussian Mixture Modeling as a refinement step, we obtain them using a curvature-based heuristic approach (Xu and Kemp, 2009). We first obtained the foreground blobs using the background subtraction algorithms (Stauffer and Grimson, 1999). The results are shown in Fig. 9.

We removed the noise by selecting the largest connected component containing the centroid. We then acquired the contour from the blob’s bottom left to its bottom right. This is shown in Fig. 10. The green and blue points indicate, respectively the beginning and end of the contour. For background images containing significant noises, the true contour may be obtained using more advanced noise handling algorithms, such as (Izadi and Saeedi, 2008) and (Parks and Fels, 2008).

We then smoothed the silhouette so that we can determine just the global features: the head, hands and armpits. Next we reduced the smoothing to detect the local features of the neck and elbows. The individual ellipses are fitted to each segment, and we obtained a set of unconnected ellipses shown in Fig. 11. Please see Xu and Kemp (2009) for details:

Finally, we applied our iterative fitting algorithm described in this paper. The result is shown in Fig. 12.

Our final comment is that although the methods and data described in this paper are concentrating on 2D ellipse fitting, this is merely for the purpose of clear illustration. However, our method can easily extend into fitting multiple connected ellipsoids to an
Fig. 10. Result of human upper-body silhouettes pre-processing.

Fig. 11. Result of obtaining individually fitted unconnected ellipses using Xu and Kemp (2009).

Fig. 12. The fitting result using real human foreground data: six body segments are firstly obtained using curvature analysis (Xu and Kemp, 2009) (shown in different colors) before applying our algorithm. The results shows ellipse configuration after the 5th iteration. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
enclosed volumetric data, and this is where our future work will be focusing on.
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